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Abstract. From smart homes to highly energy-optimized office build-
ing and smart city, the adoption of living in smart spaces requires that
the inhabitants feel comfortable with the level of data being collected
about them in order to provide smartness. However, you usually pro-
vide this consent on—or best before—your very first interaction. Thus,
firstly your consent might vary over the time of usage. Secondly, it is not
always obvious if data is currently collected or not. This paper addresses
two missing elements in the interaction with a smart environment: First,
the general concept of dynamicity of consent to data collection. Second,
provision of a physical interaction to gather and change consent and a
physical feedback on the current data collection status. By the feedback
being physical we mean being visual, haptic or accoustic, in order to
allow natural perception by the users in the physical space. For both
components we provide examples which show how one could make both
the current status as well as the consent physical and discuss the user
perception. We argue that having a physical interaction to start poten-
tially privacy-invasive data collections is a useful enrichment for legal
consent, and physically visible status is helpful to make a decision.

Keywords: Privacy - Security - Consent + Smart living -
Internet-of-Things

1 Introduction and Motivation

We need privacy in the smart spaces that are enabled by the technological
advances of the Internet-of-Things (IoT). Privacy can be seen as a legal right,
like the European Union’s General Data Protection Regulation (GDPR) [1], or
even as a human right [2]. Regardless how you see it, it might get demanded
by your users as their fundamental criteria for adopting smart spaces, and thus
the invasiveness of smart objects must be limited and users’ control on data
collection must be enabled.

Henrich C. Pohls—Supported by EU H2020 grant n°780315 (SEMIoTICS).

© Springer Nature Switzerland AG 2020
N. Streitz and S. Konomi (Eds.): HCII 2020, LNCS 12203, pp. 322-335, 2020.
https://doi.org/10.1007/978-3-030-50344-4_23


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50344-4_23&domain=pdf
http://orcid.org/0000-0002-7256-0387
https://doi.org/10.1007/978-3-030-50344-4_23

Dynamic Consent: Physical Switches and Feedback to Adjust Consent 323

Data protection laws, like the mentioned GDPR in the EU, require—among
other things—to “minimise the amount of collected data” [3] and that the data
subject, which is the individual person whose personal data is handled, needs to
give their informed consent a-priori to the data gathering process and must be
able to intervene. There are different technical mechanisms to achieve the rec-
ommendation that “Device manufacturers should limit as much as possible the
amount of data leaving devices” [3]. For instance, reasearch findings from the EU-
funded project RERUM (2016)! sparked works that allow for more configurable
privacy and data minimisation of private information such as location) [4-6].
And clearly, the need for privacy(-by-design) is acknowledged not only within
the EU [7], but also elsewhere, e.g. Canada [8].

Following the EU’s GDPR the data subject has the right to intervene or
update/revoke their consent. M. Weiser’s vision of ubiquitous computing [9]
partly become reality, with smart things that monitor us directly or indirectly
in our physical surrounding: in our smart homes [10], in the smart city with
smart street lamps?, and smart buildings?.

Allhoff et al. [11] also outlined that even if the monitored inhabitant of a
such a smart space, i.e. the legal data subject, would have been informed of the
personal information being collected and would have given consent, there will
still be occasions were they would not want to leave the usual traces in the smart
space, e.g. during private celebrations. However, after having initially consented
to the collection there would still be occasions were one would like to object and
avoid to leave the usual traces in the smart space, e.g. if you hide easter eggs,
secretly prepare birthday cakes, have surprise parties or play Papa Noél.*

Furthermore, as we are at the level of physical interaction with smart spaces,
we propose that the human-computer-interaction interface for those dynamic
adaption of consent should also be a physical one. We would like to extend the
statement that “Truly smart gadgets should have built-in intelligence”® [12],
such that the users of those smart gadgets shall be enabled to easily adjust the
data collection dynamically to provide them “[...] the ability to perceive and
control who is observing or disturbing a user in her private territory [...]” [13].
In this work we introduce first the general requirement for dynamicity in consent
and then discuss physical-interaction based human-computer-interaction (HCI)
concepts—physical both in the signalling of the inhabitants’ wish of consent
and in the signalling of the smart devices’ or smart spaces’ current collection
activity. In the following, we first discuss our first contribution of the notion of
dynamicity in Sect. 2 and then discuss existing related works that allow physical
interaction with the privacy settings within the SmartHome use-case Sect. 3,
before we conclude in Sect. 4.

! ict-rerum.eu (accessed 30 Nov 2019).

2 https://www.tvilight.com (accessed 30 Nov 2019).

3 https://www.greenerbuildings.eu (accessed 30 Nov. 2019).

4 These examples emerged from several open discussions with users of IoT enabled
spaces we conducted in preparation of this work.

5 Proclaimed by Tony Fadell, the inventor of Nest thermostats.
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2 New Concepts: Dynamicity of Consent and Physical
Interaction Patterns

In this work we introduce two new concepts: dynamicity of consent and physical
interaction patterns. The terminology are briefly distinguished and defined in
this section.

2.1 Definition: Dynamicity of Consent for Data Collection in the
Physical Space

We would define the general concept of changing consent for data collection in
a physical surrounding, in contrast to the virtual world, e.g. when browsing the
WWW| in a dynamic manner as follows:

Dynamicity of consent allows the user who is subject to data collection in the
physical space the user interacts with to adapt their consent to a defined set
of rules for data collection.

In EU GDPR [1] terms the user is known as the ‘data subject’ and thus dynamic
consent enables data subjects to change their informed consent dynamically from
(partial or full) opt-in to (partial or full) opt-out or vice-versa. In the following
we will use the term context, there are two contexts in our environment: the
context of the physical world, with buttons and sensors and actuators; and the
virtual context, requiring the use of additional devices for the interaction, like
smart phones, tablets, computers, touch screens. In this respect the notion of
a context switch would mean that the user is required to change between the
contexts to fulfil a task, e.g. a switch from physical to virtual interfaces would be
to take out the smartphone, open an app to dim the light. From the perspective
of the user the following requirements shall be fulfilled:

— change of consent requires no context switch
— checking current status requires no context switch
— the currently signalled status is correctly representing the data collection

The final point requires that the system is designed and deployed such that a
certain data collection would not be carried out if the visual suggests to the
user that it is not taking place, i.e. no malicious application can circumvent the
indication of the current status [14].

2.2 Definition: Physical Switch

A physical switch allows the user, who is subject to data collection in the phys-
ical space that the user interacts with, to change their consent to a different
defined set of rules for data collection by a physical interaction.

In this context it is important to note, that our current work sees voice commands
not as a physical interaction. This has several advantages, firstly an attacker
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could not carry out the change and maliciously re-enable previously disabled
data collections from a distance, e.g. not like the laser attack on voice-enabled
which allows to inject commands over long-distances of line of sight [15] or
by maliciously playing non-hearable commands [16,17]. Secondly, it allows to
use the physical gesture or interaction as a stronger signal signalling informed
consent.

2.3 Definition: Physical Kill Switch

A physical kill switch allows the user, who is subject to data collection in
the physical space that the user interacts with, to physically either completely
disable the data collection or reduce it to a defined lower level by a physical
interaction.

This is slightly different to the physical switch, that would not require the data
collection opt-out to be physically enforced or at least physically diminished. An
obvious example for a kill switch is to take the battery out of a device or put a
covering lid over a camera.

2.4 Kill Switch Compared Normal Switch

Both, the physical kill switch as well as the physical switch, can be used to opt-in
or opt-out of data collection. For a discussion of opt-in or opt-out and problems
the reader shall turn to other works, e.g. [8,18,19]. We note no effect with respect
to the general opt-in vs. opt-out discussion whether or not the switch is physical
or virtual. Thus, both switches suffer from the generic problem of how they
should be initially configured.

The subtle difference is that the physical kill switch is defined to physically
diminish or remove the device’s ability to collect the data in question. This
means that when a normal switch is turned to the ‘off’ position the device could
still technically gather the data and signal the back-end to not safe or process
the data further, i.e. it can still physically collect the data. The beauty of having
a user physically interact with the device allows to use the physical switch to
also physically disable (or diminish) the device’s ability, i.e. the power supply is
physically disconnected, or the sensor physically blocked.

Note that the information of the current consent, i.e. if the user allows data
being currently collected or not, is not part of the information that the physical
switch is trying to disable.

Finally, whether or not this physical blockage is easy to understand or note
for the average user is not part of the differentiation. If it is easy to note for the
user, the physical kill switch often also doubles as a physical indicator, which we
define next.

2.5 Definition: Physical Status Indicator

A physical status indicator allows the user to physically perceive the current
state of the data collection it is subject to while acting within this space.
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Note, this makes two important underlying assumption: Firstly, the user under-
stands what level of data collection means what level of privacy-invasiveness,
which requires that the user needs to be previously informed about the consent.
Secondly, the status indicated must not be circumvented maliciously [14].

3 Use-Case and Examples

Taking the terminology previously sated, we are briefly describing and discussing
different physical kill switches and physical status indicators of data collections;
we do not strictly limit ourselves to those in IoT or smart home scenarios when
it comes to widely used existing ones.

3.1 Physical Kill Switches

Many physical kill switches found in existing products offer a physical ges-
ture and result in two or more visually different positions of the switch, thus
they immediately can serve as physical status indicators as described in Subsec-
tion 3.3. Examples of kill switches are physical switches which require physical
interaction to opt-out or opt-in into data collection, but instead of programmatic
switching the status of data collection they physically diminish the ability to col-
lect certain data. However, as a physical switch usually has different states, e. g.,
on- and off-state, they can also serve as physical indicators for the state they
control. Different in their physical feedback to switches are push buttons, as they
do not have a state; so even though they are physical they offer no indication
of their position by themselves; but they require a physical interaction with the
human user.

In general, the same discussion on opt-in being better than opt-out for privacy
is the same in the physical world as in virtual worlds and has been discussed
there, e. g., for cookies and tracking in websites.

As an example take the Amazon Echo depicted in Fig.1. The device has
“[...] a microphone off button that electronically disconnects the microphones”.
The device features a physical push button, for which the device manufacturer
claims it controls the power supplied to the audio collection circuit and thus
physically disables the all device’s microphones. It also turns an LED-illuminated
ring to the color red. The state survives reboots, but the transparency, i.e.,
the understandability, of the physical disablement of the data collection is not
as obvious as a physical lid that covers a camera (Fig.4, 5), or a physically
disconnected sensor (Fig.3). To make sure that it is not maliciously tampered
with might require skilled third-parties to confirm the physical kill by testing a
device sample (e.g. someone who dissects such hardware to see if it truly disables
the power”).

5 https://www.amazon.com/Alexa-Privacy-Hub (accessed Nov. 2019).
" Compare the attacks to bypass the indicator of a webcam [14].
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Fig. 1. Amazon’s button to turn off the microphone and the red-illuminated ring as
an indicator [www.amazon.com/Alexa-Privacy-Hub] (Color figure online)

3.2 Physical Status Indicators

Regardless of the way data collection is controlled, there is the possibility to offer
feedback in the physical world about the current status of the data collection.
Probably the most common example of such an indicator is a visual indication by
turning on a light emitting diode (LED). This can be found on many devices, e.g.
on voice-controlled products the “[...] button turns red [when] the microphone
is off. The device won’t respond to the wake word or the action button until
you turn the microphone on again.”®. Additionally, other visual feedback can
be provided, e.g. as depicted in Fig. 1 the red-illuminated ring also signals that
microphones and thus voice data collection is turned off. On the contrary, when
data is being collected “[...] a blue light indicator will appear or an audio tone
will sound [...]”?.

Another example of a physical status indicator is the LED next to many
webcams, that shall light-up while the device is capturing images. This is a
visual that is well understood by human users and allows to identify when live
images are captured, however it usually does not flash when still images are
taken.

A note on the security requirements on status indicators: Special care needs
to be taken to make sure the status indicator would stay in-sync with the data
acquisition, e.g. Apple build their hardware such that usually software would
not be able to turn on the live-imaging without turning on the light, i.e. the
visual indicator is paired in hardware. “Since the LED is controlled by the same
output that controls STANDBY [meaning the camera is not capturing], there
is no danger that firmware on the EZ-USB could deassert STANDBY and turn
the LED off [...]” [14]. We say ‘usually’ because researchers were able to mod-
ify the hardware’s programming (firmware) to enable the capturing while still
signalling that the camera is in “STANDBY” and thus “[...] control the LED
without affecting the operation of the image sensor.” [14]. However, it is out
of scope to discuss the security of the status indicator operation in this paper.

8 https://www.amazon.com/Alexa-Privacy-Hub (accessed Nov. 2019).
9 https://www.amazon.com/Alexa-Privacy-Hub (accessed Nov. 2019).
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Noteworthy, for the physical status indicators—the same for software ones—it
is a requirement that the indicator is always truly reflecting the current state of
the data collection.

Fig. 2. External disconnect-able micro- Fig. 3. Big red handle serves as both
phone serves as both (a) physical (a) physical switch and (b) indicator for
kill switch and (b) indicator; taken the Candle IoT project’s carbon sen-
from the Candle IoT project [www. sor [www.candlesmarthome.com] (Color
candlesmarthome.com)] figure online)

3.3 Mixes of Switch and Status Indicators

As mentioned earlier, a lot of examples offer physical kill switches serve a double
role and also function as physical status indicators. For example, the switch in
Fig. 3 also serves as an indicator. Following the designer’s statement the “big red
toggle will automatically move to the correct position to indicate it’s no longer
sending data. This allows you to always figure out if the device is currently trans-
mitting data, even when looking at it from across the room.”!?. Other switches
might provide more subtle status indicators, e.g. the camera being covered and
some orange-red-coloured plastic appears as depicted in Fig.4 and 5. Another
way of switching on or off data collection is to disconnect the sensors relevant for
data collection physically, as depicted in Fig. 2. Except for the first one, depicted
in Fig. 3, the physical kill switches also physically hinder the data collection, i.e.
covering or disconnecting the sensor. We thus introduced a distinction of the
physical kill switch from the physical switch as discussed in Sect. 2.

A completely different form of physical interaction was for example executed
during a security and privacy related conference (S&P conference in May 2019):
They distributed black stickers that participants had to stick on their badges if
they did not want to be filmed. This is again an opt-out, and signals privacy
non-consent in the physical world. Technically, it would be possible to create
recognisable visuals that people put on visible areas on their body for cameras

10 https://www.candlesmarthome.com /jesse-howard-innovations (accessed Dec. 2019).
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1. Glass lens

2. Microphone

3. Flexible clip/base

4. Snapshot button

5. Activity light

6. Integrated privacy shade
7. Webcam software

8. Quick-start guide

Easily open and close
the camera

Fig. 4. Physically closable lid, denoted ‘6. Fig.5. Physically closable lid acts as
Integrated privacy shade’, serves as both both (a) physical kill switch and (b) indi-
(a) physical kill switch and (b) indicator cator for the camera build in the Amazon
for Logitech’s webcam from 2009 [down- Echo Show 5 [www.amazon.com/Alexa-
load01.logitech.com/24391.1.0.pdf] Privacy-Hub]

to pick-up and recognise to then consequently blur their faces locally before for-
warding their images. As a side note, of course this shall not be confused and lead
to the discussion if criminals would abuse those stickers to blur their images on
security cameras. This is not acceptable, but areas that require constant video
monitoring for security should also be limited. To conclude this side discussion,
this work’s scope is on the ability of legally opting out of data collection dynam-
ically due to changes in the privacy-invasiveness tolerate-able by users due to
changes in their situations.

Another example is the updates Amazon made to their devices of the models
including a camera, named Echo Show: Compared to earlier models they added a
“[...] built-in shutter [that] also lets you easily cover the camera.” as depicted on
their website and reproduced as Fig. 5. Noteworthy to say, Amazon is not the first
to produce this hardware kill switch for their camera-including products, many
notebook vendors, amongst them market leaders Lenovo'!, HP'?; also some
early external USB webcams already had the physical lid on them, e.g. the 1.3
MP Webcam C500 V-U0006 from 2009 featuring an “integrated privacy shade”
(see Fig.4). Note that this switch was not continued throughout all models of

1 See for example Lenovo’s Blog Post from 2010 on the ThinkCentre M90z http://
blog.lenovo.com/en/blog/watch-that-webcam (accessed Jan. 2020).

12 See for example the top-listed feature of “a physical shutter to protect from mali-
cious surveillance.” https://www8.hp.com/uk/en/solutions/computer-security.html
(accessed Jan. 2020).
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Logitech'®. Today there is a plethora of webcam covers as physical add-ons for
camera-including products, from sticky tape, as used quite famously by Mark
Zuckerberg [20], to stickers of pro-privacy NGOs'*, to 3D-printed covers for
certain webcam models'®.

3.4 Overview of Possibilities to Signal and Change the Status of
Consent to Data Collection

Table1 gives an overview how the discussed possibilities of physical switches
and physical indicators for feedback can be combined and the level of dynamic
consent control that can be exercised by them.

Table 1. Combination of switch and indicator for control of dynamic consent (higher
level means better control; above level 2 is recommended)

Switch Indicator Visual Haptical/Audio No Indicator
Physical Switch Level 3 Level 2 Level 1
Physical Kill Switch Level 5 Level 4 Level 1
No Switch Level 1 Level 1 Level 0

We have categorized the control that can be exercised into four ascending
levels, starting from level 0 that allows no easy physical control of the data
collection activities. We suggest any smart environment to achieve at least level
2 for an interactive physical consent management, thus we have marked those
as grey in Table 1. The following descriptions, especially the examples, of the
levels are written explicitly in non-technical language to allow them to be used
to ask participants in a more formal user study. In all levels we assume that the
user did give informed consent to data collection before the first interaction, i.e.
during initial setup.

Level 0: In the physical environment the user does not know if data is currently
being collected and he can not change the current data collection. The user
can only go to a website or interact with an app on its mobile to see the
current status and change the current data collection.

Example 0: User does not know if the smart home currently collects any data
and can not change that without opening an app on the smartphone.

13 For example there are third-party vendors selling physical covers, like for the Log-
itech C920 Webcam https://www.youtube.com/watch?v=2uNMcJXt0fo (accessed
Jan. 2020).

1 https://supporters.eff.org/shop/eff-sticker- pack (accessed Dec. 2019).

5 https://www.thingiverse.com/thing:2003903 (accessed Dec. 2019).
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Level 1: In the physical environment the user either does not know if data is
currently being collected or the user can not change the current data collection
from within the physical environment. The user still has to go to a website
or interact with an app on its mobile to either see the current status of the
data collection or change the current data collection.

Ezample 1a (no indicator, but switch): User can flip a physical switch, but
then has to go to an app on the smartphone to see if its really changed the
data collection.

Ezample 1b (no switch, but indicator): User can see a physical indicator, e.g.
a red blinking LED, but then has to go to the app on the smartphone to turn
off the data collection.

Level 2: In the physical environment the user is able to change the current data
collection and on change is provided with a haptical or acoustical feedback.
The user either has to interact with the switch again to receive feedback of
the current data collection or go to a website or interact with an app on its
mobile to see the current status of data collection.

Ezample 2a (vibration after toggling switch): User can flip a physical switch,
which then vibrates twice if data collection is turned off or once if its turned
on.

Ezample 2b: (spoken announcement after pressing a physical button): User
can press a physical button, which then results in an audible announcement
like ‘collection off’ if data collection is turned off or ‘collection on’ if collection
is turned from off to on.

Level 3: In the physical environment the user is able to change the current data
collection by a physical interaction and on change the user is visually provided
with the current status. Thus the user does neither need to physically interact
with the switch again to receive feedback of the current data collection, nor
does need to switch to a website or an app.

Ezample 8 (LED changes color after pressing a physical button): User can
press a physical button, which then results in an LED to glow in green color
if data collection is turned off or glow in red color if collection is turned on.

Level 4: In the physical environment the user is able to change the current data
collection and on change is provided with a haptical or acoustical feedback.
The user either has to interact with the switch again to receive feedback of
the current data collection or go to a website or interact with an app on its
mobile to see the current status of the data collection. Additionally, the user’s
action physically intervenes with the sensor’s ability for collecting the data'6.
Ezxample 4: (spoken announcement after pressing a physical button): User
can press a physical button, which then results in an speaker giving a spoken
announcement like ‘collection off ’ if data collection is physically disabled and
thus turned off or ‘collection on’ if collection is turned on.

Level 5: In the physical environment the user is able to physically interrupt the
current data collection by a physical interaction and the user can review the

16 We note here, that of course the fact that data is not being collected is information
that can still be collected.
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current status easily by visual inspection. Thus the user does neither need to
physically interact with the kill switch again to receive feedback of the current
data collection, nor does need to switch to a website or an app. Additionally,
the user’s action physically intervenes with the sensor’s ability for collecting
the datal!”.

Ezample 5 (visual indicator plus a physical kill switch): User can remove the
sensor’s cable, which physically disconnects the power to the sensor, which
results in the sensor to stop glowing white and stop working which means that
the collection is turned off; plugging it in will result in it starting to glow white
and to collect data again.'®

Table 2 shows which level the previously discussed real-life examples from
Sect. 3 achieve. This table and the collected examples are by no means complete,
finding real-life examples for the other levels is left for further research.

Table 2. Levels of physical control over dynamic consent reached real-world examples

Indicator

Switch Visual Haptical/AudioNo Indicator

Physical Switch Level 3: Big-handed|Level 2: - Level 1: -
switch (Fig. 3)
Physical Kill Switch||Level 5: disconnect-able|Level 4: — Level 1: -
microphone (Fig. 2); lid
over webcam (Fig. 4,5);
red LED on powerless,
thus muted microphones
(Fig. 1)

No Switch Level 1: LED next to lap-{Level 1: — Level 0: -
top webcam

3.5 Initial User Pre-study

We did conduct a very initial pre-study by open discussions with selected user
groups. This was conducted to initially understand if users would value the
concept of dynamic consent. We fully disclose all the details in this subsection.
We did interview two groups: The first group consisting of five computer science
students that are technically savvy and privacy-aware and a group consisting
of eight normal users that were explained the ideas of living in a smart home

7 We note here, that of course the fact that data is not being collected is information
that can still be collected.

18 We are aware that a non-glowing sensor would not enable the user to distinguish from
a malicious or faulty sensor that is plugged-in and collecting data but not glowing;
however we wanted to convey to users an example that physically disconnects the
data gathering device.
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environment. Both were presented the concept of dynamic consent and the idea
of having physical switches to control the data collection of devices, e.g. presence
monitoring and behavioural monitoring, using some of the real-world examples as
given in this paper. Note, that the second group was not chosen totally distinct,
it included older people and people exposed to new technology as users only, i.e.
parents and friends of the computer science students from the first group.

As expected the first group explained that one might want to technically
control the devices’ ability to communicate with external servers, e.g. “flash open
source firmware”, “run your own MQTT-server locally”, and “give suspicious
devices no Internet by using a firewall rule” where among the answers. None of
the participants found the concept of physical interaction bad in principle, some
stated that they might not need it as they “already put tape over the laptop’s
webcam”, or raised concerns that they might be “too lazy to get up to turn
certain device functions physically off and thus leave it always on”.

The second group—the group of normal users—seemed mostly reluctant to
put technical ‘gadgets’ into their homes themselves and made statements, like “I
do not want my home to always spy on me”, which indicated to us that they have
to be considered as privacy-aware as well. After being explained the concept of
dynamic consent and physical interactions to control the consent, the members
of the second group liked the idea, mainly making statements indicated that this
allows them being “in control of all that technical stuff”. During the discussion
members of the second group also came up with more concrete usage scenarios:
“having a switch near the front door which turns all monitoring on only when I
want it”.

As mentioned, due to the setup and the open discussions we had with them,
the results can not be considered a user study, but we wanted to share the initial
feedback we gathered. More structured interviews with focus groups especially
including not-yet privacy-aware users would be beneficial for further research.

4 Conclusion

Clear and informed consent from the legal data subject is essential for smart
spaces in order to comply to legal requirements and for human users in order
to wisely adopt privacy-invasive technologies [21]. While in general, most users
provide their consent to data collection mechanisms during initial device config-
uration, only few are aware of available interaction mechanisms with their smart
surroundings for adjusting already accepted data collection terms.

We describe the concept of physically giving consent and also signalling the
current state of data collection through visual, haptical, or audio feedback. This
enables to interact easily and enables dynamically adaptable consent to data
collection; a concept which we introduced in this paper as well. The concept
describes how to leverage state-of-the-art devices’ physical interfaces to dynam-
ically empower users to dynamically adapt their consent to change from an
already defined level of consent to data collection to another one. This means
the user can make a physical interaction with the user’s physical surroundings to
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control the data collection the smart devices in the user’s physical surroundings
are gathering.

This way the user regains some control over the privacy invasion by smart
things, as Konings et al. put it “The goal of territorial privacy is to control all
physical or virtual entities which are present in the user’s virtual extended terri-
tory in order to mitigate undesired observations and disturbances, and to exclude
undesired entities from the private territory.” [22]. Especially, the physical inter-
action with consent controls requires no change of context, i.e. the user does
not have to use an app on the smart phone—switch to the virtual context—to
dynamically change the consent to a physical spaces’s data collection.

Further research is needed to show which other physical switches and feed-
back mechanisms are possible and what combinations thereof, and how users
conceive more precise implementations of the concept.
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